First, let’s start by installing and loading icarus and nnet, the two packages needed in this tutorial, from CRAN (if necessary):

install.packages(c("icarus","nnet"))

library(icarus)

library(nnet)

Then load the data:

load("data/weighting\_ML\_part1.RData")

The RData file contains two dataframes, one for the training set and one for the test set. They contain results of some international soccer games, from 01/2008 to 12/2016 for the training set, and from 01/2017 to 11/2017 for the test. Along with the team names and goals scored for each side, a few descriptive variables that we’re going to use as features of our ML models:

> head(train\_soccer)

Date team opponent\_team home\_field elo\_team

1 2010-10-12 Belarus Albania 1 554

2 2010-10-08 Bosnia and Herzegovina Albania 0 544

3 2011-06-07 Bosnia and Herzegovina Albania 0 594

4 2011-06-20 Argentina Albania 1 1267

5 2011-08-10 Montenegro Albania 0 915

6 2011-09-02 France Albania 0 918

opponent\_elo importance goals\_for goals\_against outcome year

1 502 1 2 0 WIN 2010

2 502 1 1 1 DRAW 2010

3 564 1 2 0 WIN 2011

4 564 1 4 0 WIN 2011

5 524 1 2 3 LOSS 2011

6 546 1 2 1 WIN 2011

*elo\_team* and *opponent\_elo* are quantitative variables indicative of the level of the team at the date of the game ; *importance* is a measure of high-profile the game played was (a friendly match rates 1 while a World Cup game rates 4). The other variables are imo self-descriptive.

Then we can train a multinomial logistic regression, with *outcome* being the predicted variable, and compute the predictions from the model:

outcome\_model\_unw <- multinom(outcome ~ elo\_team + opponent\_elo + home\_field + importance,

data = train\_soccer)

test\_soccer$pred\_outcome\_unw <- predict(outcome\_model\_unw, newdata = test\_soccer)

The sheer accuracy of this predictor is kinda good:

> ## Accuracy

> sum(test\_soccer$pred\_outcome\_unw == test\_soccer$outcome) / nrow(test\_soccer)

[1] 0.5526316

but it has a problem: it never predicts draws!

> summary(test\_soccer$pred\_outcome\_unw)

DRAW LOSS WIN

0 208 210

And indeed, draws being less common than other results, it seems more profitable for the algorithm that optimizes accuracy never to predict them. As a consequence, the probabilities of the game being a draw is always lesser than the probability of one team winning it. We could show that the probabilities are [not well calibrated](http://scikit-learn.org/stable/modules/calibration.html).

A common solution to this problem is to use reweighting to correct the imbalances in the sample, which we’ll now tackle. It is important to note that the weighting trick has to happen in the training set to avoid “data leaks”. Subject paper on Caret :

In classification problems, a disparity in the frequencies of the observed classes can have a significant negative impact on model fitting. One technique for resolving such a class imbalance is to subsample the training data in a manner that mitigates the issues. Examples of sampling methods for this purpose are:

* *down-sampling*: randomly subset all the classes in the training set so that their class frequencies match the least prevalent class. For example, suppose that 80% of the training set samples are the first class and the remaining 20% are in the second class. Down-sampling would randomly sample the first class to be the same size as the second class (so that only 40% of the total training set is used to fit the model). **caret** contains a function (downSample) to do this.
* *up-sampling*: randomly sample (with replacement) the minority class to be the same size as the majority class. **caret** contains a function (upSample) to do this.
* *hybrid methods*: techniques such as [SMOTE](https://scholar.google.com/scholar?hl=en&q=SMOTE&btnG=&as_sdt=1%2C33&as_sdtp=) and [ROSE](https://scholar.google.com/scholar?q=%22Training+and+assessing+classification+rules+with+imbalanced+data%22&btnG=&hl=en&as_sdt=0%2C33) down-sample the majority class and synthesize new data points in the minority class. There are two packages (**DMwR** and **ROSE**) that implement these procedures.

Note that this type of sampling is different from splitting the data into a training and test set. You would never want to artificially balance the test set; its class frequencies should be in-line with what one would see “in the wild”. Also, the above procedures are independent of resampling methods such as cross-validation and the bootstrap.

In practice, one could take the training set and, before model fitting, sample the data. There are two issues with this approach

* Firstly, during model tuning the holdout samples generated during resampling are also glanced and may not reflect the class imbalance that future predictions would encounter. This is likely to lead to overly optimistic estimates of performance.
* Secondly, the subsampling process will probably induce more model uncertainty. Would the model results differ under a different subsample? As above, the resampling statistics are more likely to make the model appear more effective than it actually is.

The alternative is to include the subsampling inside of the usual resampling procedure. This is also advocated for pre-process and featur selection steps too. The two disadvantages are that it might increase computational times and that it might also complicate the analysis in other ways

**11.1 Subsampling Techniques**

To illustrate these methods, let’s simulate some data with a class imbalance using this method. We will simulate a training and test set where each contains 10000 samples and a minority class rate of about 5.9%:

**library**(caret)

**set.seed**(2969)

imbal\_train <- **twoClassSim**(10000, intercept = -20, linearVars = 20)

imbal\_test <- **twoClassSim**(10000, intercept = -20, linearVars = 20)

**table**(imbal\_train$Class)

##

## Class1 Class2

## 9411 589

Let’s create different versions of the training set prior to model tuning:

**set.seed**(9560)

down\_train <- **downSample**(x = imbal\_train[, -**ncol**(imbal\_train)],

y = imbal\_train$Class)

**table**(down\_train$Class)

##

## Class1 Class2

## 589 589

**set.seed**(9560)

up\_train <- **upSample**(x = imbal\_train[, -**ncol**(imbal\_train)],

y = imbal\_train$Class)

**table**(up\_train$Class)

##

## Class1 Class2

## 9411 9411

**library**(DMwR)

**set.seed**(9560)

smote\_train <- **SMOTE**(Class ~ ., data = imbal\_train)

**table**(smote\_train$Class)

##

## Class1 Class2

## 2356 1767

**library**(ROSE)

**set.seed**(9560)

rose\_train <- **ROSE**(Class ~ ., data = imbal\_train)$data

**table**(rose\_train$Class)

##

## Class1 Class2

## 4939 5061

For these data, we’ll use a bagged classification and estimate the area under the ROC curve using five repeats of 10-fold CV.

ctrl <- **trainControl**(method = "repeatedcv", repeats = 5,

classProbs = TRUE,

summaryFunction = twoClassSummary)

**set.seed**(5627)

orig\_fit <- **train**(Class ~ ., data = imbal\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

**set.seed**(5627)

down\_outside <- **train**(Class ~ ., data = down\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

**set.seed**(5627)

up\_outside <- **train**(Class ~ ., data = up\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

**set.seed**(5627)

rose\_outside <- **train**(Class ~ ., data = rose\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

**set.seed**(5627)

smote\_outside <- **train**(Class ~ ., data = smote\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

We will collate the resampling results and create a wrapper to estimate the test set performance:

outside\_models <- **list**(original = orig\_fit,

down = down\_outside,

up = up\_outside,

SMOTE = smote\_outside,

ROSE = rose\_outside)

outside\_resampling <- **resamples**(outside\_models)

test\_roc <- **function**(model, data) {

**library**(pROC)

roc\_obj <- **roc**(data$Class,

**predict**(model, data, type = "prob")[, "Class1"],

levels = **c**("Class2", "Class1"))

**ci**(roc\_obj)

}

outside\_test <- **lapply**(outside\_models, test\_roc, data = imbal\_test)

outside\_test <- **lapply**(outside\_test, as.vector)

outside\_test <- **do.call**("rbind", outside\_test)

**colnames**(outside\_test) <- **c**("lower", "ROC", "upper")

outside\_test <- **as.data.frame**(outside\_test)

**summary**(outside\_resampling, metric = "ROC")

##

## Call:

## summary.resamples(object = outside\_resampling, metric = "ROC")

##

## Models: original, down, up, SMOTE, ROSE

## Number of resamples: 50

##

## ROC

## Min. 1st Qu. Median Mean 3rd Qu. Max. NA's

## original 0.9098237 0.9298348 0.9386021 0.9394130 0.9493394 0.9685873 0

## down 0.9095558 0.9282175 0.9453907 0.9438384 0.9596021 0.9836254 0

## up 0.9989350 0.9999980 1.0000000 0.9998402 1.0000000 1.0000000 0

## SMOTE 0.9697171 0.9782214 0.9834234 0.9817476 0.9857071 0.9928255 0

## ROSE 0.8782985 0.8941488 0.8980313 0.8993135 0.9056404 0.9203092 0

outside\_test

## lower ROC upper

## original 0.9130010 0.9247957 0.9365905

## down 0.9286964 0.9368361 0.9449758

## up 0.9244128 0.9338499 0.9432869

## SMOTE 0.9429536 0.9490585 0.9551634

## ROSE 0.9383809 0.9459729 0.9535649

The training and test set estimates for the area under the ROC curve do not appear to correlate. Based on the resampling results, one would infer that up-sampling is nearly perfect and that ROSE does relatively poorly. The reason that up-sampling appears to perform so well is that the samples in the majority class are replicated and have a large potential to be in both the model building and hold-out sets. In essence, the hold-outs here are not truly independent samples.

In reality, all of the sampling methods do about the same (based on the test set). The statistics for the basic model fit with no sampling are fairly in-line with one another (0.939 via resampling and 0.925 for the test set).

**11.2 Subsampling During Resampling**

Recent versions of **caret** allow the user to specify subsampling when using train so that it is conducted inside of resampling. All four methods shown above can be accessed with the basic package using simple syntax. If you want to use your own technique, or want to change some of the parameters for SMOTE or ROSE, the last section below shows how to use custom subsampling.

The way to enable subsampling is to use yet another option in trainControl called sampling. The most basic syntax is to use a character string with the name of the sampling method, either "down", "up", "smote", or "rose". Note that you will need to have the **DMwR** and **ROSE** packages installed to use SMOTE and ROSE, respectively.

One complication is related to pre-processing. Should the subsampling occur before or after the pre-processing? For example, if you down-sample the data and using PCA for signal extraction, should the loadings be estimated from the entire training set? The estimate is potentially better since the entire training set is being used but the subsample may happen to capture a small potion of the PCA space. There isn’t any obvious answer.

The default behavior is to subsample the data prior to pre-processing. This can be easily changed and an example is given below.

Now let’s re-run our bagged tree models while sampling inside of cross-validation:

ctrl <- **trainControl**(method = "repeatedcv", repeats = 5,

classProbs = TRUE,

summaryFunction = twoClassSummary,

## new option here:

sampling = "down")

**set.seed**(5627)

down\_inside <- **train**(Class ~ ., data = imbal\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

## now just change that option

ctrl$sampling <- "up"

**set.seed**(5627)

up\_inside <- **train**(Class ~ ., data = imbal\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

ctrl$sampling <- "rose"

**set.seed**(5627)

rose\_inside <- **train**(Class ~ ., data = imbal\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

ctrl$sampling <- "smote"

**set.seed**(5627)

smote\_inside <- **train**(Class ~ ., data = imbal\_train,

method = "treebag",

nbagg = 50,

metric = "ROC",

trControl = ctrl)

Here are the resampling and test set results:

inside\_models <- **list**(original = orig\_fit,

down = down\_inside,

up = up\_inside,

SMOTE = smote\_inside,

ROSE = rose\_inside)

inside\_resampling <- **resamples**(inside\_models)

inside\_test <- **lapply**(inside\_models, test\_roc, data = imbal\_test)

inside\_test <- **lapply**(inside\_test, as.vector)

inside\_test <- **do.call**("rbind", inside\_test)

**colnames**(inside\_test) <- **c**("lower", "ROC", "upper")

inside\_test <- **as.data.frame**(inside\_test)

**summary**(inside\_resampling, metric = "ROC")

##

## Call:

## summary.resamples(object = inside\_resampling, metric = "ROC")

##

## Models: original, down, up, SMOTE, ROSE

## Number of resamples: 50

##

## ROC

## Min. 1st Qu. Median Mean 3rd Qu. Max. NA's

## original 0.9098237 0.9298348 0.9386021 0.9394130 0.9493394 0.9685873 0

## down 0.9140294 0.9381766 0.9453610 0.9438490 0.9492917 0.9684522 0

## up 0.8887678 0.9308075 0.9393226 0.9392084 0.9517913 0.9679569 0

## SMOTE 0.9203876 0.9453453 0.9520074 0.9508721 0.9596354 0.9746933 0

## ROSE 0.9305013 0.9442821 0.9489859 0.9511117 0.9572416 0.9756750 0

inside\_test

## lower ROC upper

## original 0.9130010 0.9247957 0.9365905

## down 0.9354534 0.9419704 0.9484875

## up 0.9353945 0.9431074 0.9508202

## SMOTE 0.9465262 0.9524213 0.9583164

## ROSE 0.9369170 0.9448367 0.9527563

The figure below shows the difference in the area under the ROC curve and the test set results for the approaches shown here. Repeating the subsampling procedures for every resample produces results that are more consistent with the test set.

**11.3 Complications**

The user should be aware that there are a few things that can happening when subsampling that can cause issues in their code. As previously mentioned, when sampling occurs in relation to pre-processing is one such issue. Others are:

* Sparsely represented categories in factor variables may turn into zero-variance predictors or may be completely sampled out of the model.
* The underlying functions that do the sampling (e.g. SMOTE, downSample, etc) operate in very different ways and this can affect your results. For example, SMOTE and ROSE will convert your predictor input argument into a data frame (even if you start with a matrix).
* Currently, sample weights are not supported with sub-sampling.
* If you use tuneLength to specify the search grid, understand that the data that is used to determine the grid has not been sampled. In most cases, this will not matter but if the grid creation process is affected by the sample size, you may end up using a sub-optimal tuning grid.
* For some models that require more samples than parameters, a reduction in the sample size may prevent you from being able to fit the model.

**11.4 Using Custom Subsampling Techniques**

Users have the ability to create their own type of subsampling procedure. To do this, alternative syntax is used with the sampling argument of the trainControl. Previously, we used a simple string as the value of this argument. Another way to specify the argument is to use a list with three (named) elements:

* The name value is a character string used when the train object is printed. It can be any string.
* The func element is a function that does the subsampling. It should have arguments called x and y that will contain the predictors and outcome data, respectively. The function should return a list with elements of the same name.
* The first element is a single logical value that indicates whether the subsampling should occur first relative to pre-process. A value of FALSE means that the subsampling function will receive the sampled versions of x and y.

For example, here is what the list version of the sampling argument looks like when simple down-sampling is used:

down\_inside$control$sampling

## $name

## [1] "down"

##

## $func

## function(x, y)

## downSample(x, y, list = TRUE)

##

## $first

## [1] TRUE

As another example, suppose we want to use SMOTE but use 10 nearest neighbors instead of the default of 5. To do this, we can create a simple wrapper around the SMOTE function and call this instead:

smotest <- **list**(name = "SMOTE with more neighbors!",

func = **function** (x, y) {

**library**(DMwR)

dat <- **if** (**is.data.frame**(x)) x **else** **as.data.frame**(x)

dat$.y <- y

dat <- **SMOTE**(.y ~ ., data = dat, k = 10)

**list**(x = dat[, !**grepl**(".y", **colnames**(dat), fixed = TRUE)],

y = dat$.y)

},

first = TRUE)

The control object would then be:

ctrl <- **trainControl**(method = "repeatedcv", repeats = 5,

classProbs = TRUE,

summaryFunction = twoClassSummary,

sampling = smotest)

[![R package caret](data:image/png;base64,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)](https://topepo.github.io/caret/subsampling-for-class-imbalances.html)

Commonly, you would do:

train\_soccer$weight <- 1

train\_soccer[train\_soccer$outcome == "DRAW",]$weight <- (nrow(train\_soccer)/table(train\_soccer$outcome)[1]) \* 1/3

train\_soccer[train\_soccer$outcome == "LOSS",]$weight <- (nrow(train\_soccer)/table(train\_soccer$outcome)[2]) \* 1/3

train\_soccer[train\_soccer$outcome == "WIN",]$weight <- (nrow(train\_soccer)/table(train\_soccer$outcome)[3]) \* 1/3

> table(train\_soccer$weight)

0.916067146282974 1.22435897435897

3336 1248

The draws are reweighted with a factor greater than 1 and the other games with a factor lesser than 1. This balances the predicted outcomes and thus improves the quality of the probabilities …

outcome\_model <- multinom(outcome ~ elo\_team + opponent\_elo + home\_field + importance,

data = train\_soccer,

weights = train\_soccer$weight)

test\_soccer$pred\_outcome <- predict(outcome\_model, newdata = test\_soccer)

> summary(test\_soccer$pred\_outcome)

DRAW LOSS WIN

96 167 155

… though at a loss in accuracy:

> ## Accuracy

> sum(test\_soccer$pred\_outcome == test\_soccer$outcome) / nrow(test\_soccer)

[1] 0.5263158

Now let’s look at the balance of our training sample on other variables:

> round(table(test\_soccer$importance) / nrow(test\_soccer),2)

1 2 3 4

0.26 0.08 0.54 0.12

> round(table(train\_soccer$importance) / nrow(train\_soccer),2)

1 2 3 4

0.56 0.08 0.23 0.12

It seems that the test set features a lot more important matches than the training set. Let’s look further, in particular at the dates the matches of the training set were played:

> round(table(train\_soccer$year) / nrow(train\_soccer),2)

2008 2009 2010 2011 2012 2013 2014 2015 2016

0.10 0.11 0.11 0.10 0.11 0.13 0.11 0.11 0.12

Thus the matches of each year between 2008 and 2016 have the same influence on the final predictor. A better idea would be to give the most recent games a slightly higher influence, for example by increasing their weight and thus reducing the weights of the older games:

nyears <- length(unique(train\_soccer$year))

year\_tweak <- rep(1/nyears,nyears) \* 1:nyears

year\_tweak <- year\_tweak \* 1/sum(year\_tweak) ## Normalization

> year\_tweak

[1] 0.02222222 0.04444444 0.06666667 0.08888889 0.11111111 0.13333333

[7] 0.15555556 0.17777778 0.20000000

We determine it is thus a good idea to balance on these two additional variables (*year* and *importance*). Now how should we do this? A solution could be to create an indicator variable containing all the values of the cross product between the variables *outcome*, *year* and *importance*, and use the same reweighting technique as before. But this would not be very practical and more importantly, some of the sub-categories would be nearly empty, making the procedure not very robust. A better solution is to use survey sampling calibration and Icarus ![🙂](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAATlBMVEVHcEz/zEz/y0z/zEz/zUv/zEv/zUv/zEv/1Uz/zUv/0Uv/zUv/zUv/zUv/zkr/zkz/zE1mRQDuvUSZchluSwN3VQjOoDOGYQ+xhiXcrjvHN6SOAAAAEHRSTlMA4vnCs89Z7gdrHoI9kjNDENWVvAAAAjRJREFUWIWtmNuWgyAMRdWFImotAt7+/0cHvFVNUGDYj1n1NIEQQpLkgZbVJE9pltE0JzVrn35rpWKE8huUsMpPpSzIXWSHFKW7DEttMotftZtUWYOQgBRzkGryNxlD+n1z5+MiY/g8OlU5ubOSP2zg93V1zlBreEXmo8N5VuA6zE/GwFB//HU4R3z6esa1koF1qrzW+Qe97V3pse9X8ms+Oech5HPWacJ1OG9iBGY4BVf/R+eUTWXgju3Q0uqQkEpJAT+x2DeXSlAPRd9pevCFzZ6WlrMxdgujq307KaDOD93G4GbXN8JyOIC+3D+QbnZNhVaPfv+gd7PzdbnhDab2D5SbfYsNJlGAENX3OzCGhMZbrMAGLLZOAOSc+W8/5zWy1gEJaVYbqyC+R0STJ2jj4XloNSmy+0HQJOgWgmTxhKKF9tjluZOi2x9AjiZkAOS/V9FOHdIVYRRYGQmhxQpbABQttQEQS+soR/RkGsSIlLWl+MPryBRVNaFSYlJYoV2uIyy2yVR4Od/NszT1f4K/J9Z2dq3zSk7DLLRrQszDJJWt8m9XNmwi9H93VoCfRxOBJvdg00EK/9FpoY3WoDAZhekcjRZ+TMQIdfCs+D0kLM3oIK8yEnPn2mnb2mOh96rXMape758tR0/tcbyGPd4TItqjRi9TpGdWvIdfvKdovMex93O9senEGyDEG2kkrkOW/CGswykWZ+yTvA6iUsdB1CIVZzS2EGdYt9EW5/Fh8Tg+/AN/+wC34u5K8wAAAABJRU5ErkJggg==)

train\_soccer$weight\_cal <- 1

importance\_pct\_test <- unname(

table(test\_soccer$importance) / nrow(test\_soccer),

)

marginMatrix <- matrix(, nrow = 0, ncol = 1) %>% ## Will be replaced by newMarginMatrix() in icarus 0.3.2

addMargin("outcome", c(0.333,0.333,0.333)) %>%

addMargin("importance", importance\_pct\_test) %>%

addMargin("year", year\_tweak)

train\_soccer$weight\_cal <- calibration(data=train\_soccer, marginMatrix=marginMatrix,

colWeights="weight\_cal", pct=TRUE, description=TRUE,

popTotal = nrow(train\_soccer), method="raking")

outcome\_model\_cal <- multinom(outcome ~ elo\_team + opponent\_elo + home\_field + importance,

data = train\_soccer,

weights = train\_soccer$weight\_cal)

test\_soccer$pred\_outcome\_cal <- predict(outcome\_model\_cal, newdata = test\_soccer)

icarus gives a summary of the calibration procedure in the log (too long to reproduce here). We then observe a slight improvement in accuracy compared to the previous reweighting technique:

> sum(test\_soccer$pred\_outcome\_cal == test\_soccer$outcome) / nrow(test\_soccer)

[1] 0.5478469

But more importantly we have reason to believe that the we improved the quality of the probabilities assigned to each event (we could check this using metrics such as the Brier score or calibration plots) ![🙂](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAATlBMVEVHcEz/zEz/y0z/zEz/zUv/zEv/zUv/zEv/1Uz/zUv/0Uv/zUv/zUv/zUv/zkr/zkz/zE1mRQDuvUSZchluSwN3VQjOoDOGYQ+xhiXcrjvHN6SOAAAAEHRSTlMA4vnCs89Z7gdrHoI9kjNDENWVvAAAAjRJREFUWIWtmNuWgyAMRdWFImotAt7+/0cHvFVNUGDYj1n1NIEQQpLkgZbVJE9pltE0JzVrn35rpWKE8huUsMpPpSzIXWSHFKW7DEttMotftZtUWYOQgBRzkGryNxlD+n1z5+MiY/g8OlU5ubOSP2zg93V1zlBreEXmo8N5VuA6zE/GwFB//HU4R3z6esa1koF1qrzW+Qe97V3pse9X8ms+Oech5HPWacJ1OG9iBGY4BVf/R+eUTWXgju3Q0uqQkEpJAT+x2DeXSlAPRd9pevCFzZ6WlrMxdgujq307KaDOD93G4GbXN8JyOIC+3D+QbnZNhVaPfv+gd7PzdbnhDab2D5SbfYsNJlGAENX3OzCGhMZbrMAGLLZOAOSc+W8/5zWy1gEJaVYbqyC+R0STJ2jj4XloNSmy+0HQJOgWgmTxhKKF9tjluZOi2x9AjiZkAOS/V9FOHdIVYRRYGQmhxQpbABQttQEQS+soR/RkGsSIlLWl+MPryBRVNaFSYlJYoV2uIyy2yVR4Od/NszT1f4K/J9Z2dq3zSk7DLLRrQszDJJWt8m9XNmwi9H93VoCfRxOBJvdg00EK/9FpoY3WoDAZhekcjRZ+TMQIdfCs+D0kLM3oIK8yEnPn2mnb2mOh96rXMape758tR0/tcbyGPd4TItqjRi9TpGdWvIdfvKdovMex93O9senEGyDEG2kkrkOW/CGswykWZ+yTvA6iUsdB1CIVZzS2EGdYt9EW5/Fh8Tg+/AN/+wC34u5K8wAAAABJRU5ErkJggg==)

It is also worth noting that some algorithms (especially those who rely on bagging, boosting, or more generally on ensemble methods) naturally do a good job at balancing samples. You could for example rerun the whole code and replace the logit regressions by boosted algorithms. You would then observe fewer differences between the unweighted algorithm and its weighted counterparts.

Stay tuned for the part 2, where we’ll show a trick to craft better probabilities (particularly for simulations) using external knowledge on probabilities.